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What does program RdaCca do?


	This program performs two forms of canonical analysis, i.e. redundancy analysis (Rao, 1964) and canonical correspondence analysis (ter Braak, 1986, 1987), using multiple regression followed by direct eigenanalysis. The method of calculation is described in Chapter 11 of Legendre & Legendre (1998).


	This program is a pedagogical tool. Its objective is to illustrate that the calculations can indeed be carried out in this way, and to provide users with a simple program allowing one to obtain all the eigenvectors and ordination axes from PCA or CA ordination, or from canonical analysis (RDA or CCA). It is not meant to replace advanced programs for canonical ordination, such as Canoco. In particular, this program does not do forward selection of explanatory variables, nor does it carry out permutation tests of significance.


	Eigenanalysis is carried out using either a Householder procedure or singular value decomposition (SVD). The subroutines used are from Numerical Recipes (Press et al., 1986).


Input files


	The input data file is an ASCII text file which contains either a single data matrix Y (n x p), or two data matrices Y (n x p) and X (n x m).


1. For simple analyses (PCA or CA, see below), there is only one data matrix Y.


2. For canonical analyses (RDA or CCA), there is a matrix of response variables Y and a matrix of explanatory variables X. The two matrices are written side by side.


The data file is organised as follows.


• First, a line with the three parameters n, p, and m, separated by one or more spaces. When there is no matrix of explanatory variables, set m equal to 0.


n is the number of objects, or rows of both the Y and X matrices.


p is the number of variables (columns) of the response matrix Y.


m is the number of variables (columns) of the explanatory matrix X.


• The two data matrices follow. They are written side by side on n successive rows. As a consequence, the first p columns of the data matrix correspond to matrix Y and the last m columns correspond to matrix X. See the example below.


	The ReadData routine of the program reads the data in free field. This means that a row of data can take as many successive physical lines as needed. Values in the same line are separated by one or more spaces; the number of spaces does not matter.


Options of the program


The program can carry out one of the following 4 analyses:


• Principal component analysis (PCA).


• Redundancy analysis (RDA).


• Correspondence analysis (CA).


• Canonical correspondence analysis (CCA).


PCA and CA are obtained when there are no explanatory variables in the analysis, i.e. when m = 0.


Output file


	The output is produced either on the monitor, or in a separate output file. 


• For simple analyses (PCA or CA), the output contains the results of the eigenanalysis.


• For canonical analyses, the output consists either of the canonical analysis of Y by X, or the eigenanalysis of the residuals, or both, depending upon the user’s request. See the example in Appendix.


Disclaimer


	This program is provided without any explicit or implicit warranty of correct functioning. It has been developed as part of a university-based research program. If, however, you should encounter problems with this program, the author will be happy to help solve them. Researchers may use this program for scientific purposes, but the source code remains the property of Pierre Legendre. Publications should give proper credit to the method by referring to the Legendre & Legendre (1998). Users of the program may refer to the present user’s manual as follows:


Legendre, P. 1998. Program RdaCca. Département de sciences biologiques, Université de Montréal. 10 pages.


Technical notes


	The program is distributed in a variety of formats:


• Fortran source code for Macintosh (file RdaCca.f), which can be compiled using a Fortran compiler. The user may modify the Parameter statement at the beginning of the program, which fixes the size (pmax) of the largest data matrix which may be analysed. 


• Compiled version for PowerPC processors for Macintosh (file RdaCca/PPC). The maximum size of the data matrix is 100 objects, 100 response variables in matrix Y, and 100 explanatory variables in matrix X. The program requires 1.5  Mb RAM for running.


• Compiled version for 68xxx processors for Macintosh, without or with co-processor (FPU) (files RdaCca/68k and RdaCca/FPU). The maximum size of the data matrix is 100  objects, 100 response variables in matrix Y, and 100  explanatory variables in matrix X. The program requires 1.5  Mb RAM for running.


• Compiled version for IBM compatible PC (file RDACCA.EXE). The maximum size of the data matrix is 500 objects, 500 response variables in matrix Y, and 500  explanatory variables in matrix X. The program has been compiled for 32-bit operating systems (i.e. Windows95 or WindowsNT) and requires ?? Mb RAM for running.
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�
Appendix: Test run


	


Here are the data from Table 11.3 of Legendre & Legendre (1998):





10 9 3


1	0	0	0	0	0	2	4	4	1	0	0


0	0	0	0	0	0	5	6	1	2	0	0


0	1	0	0	0	0	0	2	3	3	0	0


11	4	0	0	8	1	6	2	0	4	0	1


11	5	17	7	0	0	6	6	2	5	1	0


9	6	0	0	6	2	10	1	4	6	0	1


9	7	13	10	0	0	4	5	4	7	1	0


7	8	0	0	4	3	6	6	4	8	0	1


7	9	10	13	0	0	6	2	0	9	1	0


5	10	0	0	2	4	0	1	3	10	0	1





























The output for canonical correspondence analysis (CCA) is the following (Legendre & Legendre 1998, Table 11.5):





 Linear ordination and canonical analysis


 Pierre Legendre, Université de Montréal





 Input file:                  Tab. 11.3/CCA


    10 objects


     9 response variables (matrix Y)


     3 explanatory variables (matrix X)





 Maximum number of canonical eigenvalues =  3


 Maximum number of non-canonical eigenvalues =  8





 Total inertia (total CA variance) =   0.78417





         *** Canonical correspondence analysis ***





 Canonical eigenvalues


    0.36614   0.18689   0.07885





 % of total variance of CA


   46.69109  23.83265  10.05484





 Cumulative % of total variance of CA


   46.69109  70.52374  80.57858





 Cumulative % of canonical variance


   57.94479  87.52170 100.00000





 Sum of all canonical eigenvalues   0.63187





 Scaling = 2: species at centroids of sites





 Species scores (matrice F^)





   -0.11035  -0.28240   0.20303


   -0.14136  -0.30350  -0.39544


    1.01552  -0.09583   0.19826


    1.03621  -0.10962  -0.22098


   -1.05372  -0.53718   0.43808


   -0.99856  -0.57396  -0.67992


   -0.25525   0.17817   0.20413


   -0.14656   0.85736   0.01525


   -0.41371   0.70795  -0.21570





 Site scores (matrice V^)





   -0.71059   3.08167  -0.21965


   -0.58477   3.00669   0.94745


   -0.76273   3.15259  -2.13924


   -1.11231  -1.07151   1.87528


    0.97912   0.06031   0.69628


   -1.04323  -0.45943   0.63980


    0.95449   0.08470  -0.13251


   -0.94727   0.10837  -0.52611


    1.14808  -0.49045  -0.47835


   -1.03292  -1.03505  -2.74692





 Site scores/ linear comb. envir. var. (matrice Z)





   -0.69214   3.08054   0.32875


   -0.66456   3.06215  -0.23025


   -0.63698   3.04375  -0.78925


   -1.10888  -0.50040   1.55607


    0.97002  -0.06549   1.12061


   -1.05372  -0.53718   0.43808


    1.02517  -0.10227   0.00261


   -0.99856  -0.57396  -0.67992


    1.08033  -0.13905  -1.11538


   -0.94340  -0.61074  -1.79791





�
         *** Analysis of residuals ***





 Non-canonical eigenvalues


    0.08229   0.03513   0.02333   0.00990   0.00122   0.00042





 % of total variance of CA


   10.49367   4.48053   2.97470   1.26311   0.15617   0.05324





 Cumulative % of total variance of CA


   10.49367  14.97421  17.94890  19.21202  19.36818  19.42142





 Sum of non-canonical eigenvalues   0.15230





 Scaling = 2: species at centroids of sites





 Species scores (matrice F^)





    0.00192  -0.08223   0.08573  -0.01220  -0.04252   0.00467


    0.14127  -0.02689   0.14325   0.04303   0.04764  -0.00228


    0.10480   0.13003   0.02440   0.04647   0.02693   0.03501


   -0.22364  -0.24375  -0.02591  -0.05341  -0.03156   0.02564


   -0.22348  -0.32395   0.12464  -0.11928   0.04163  -0.03820


    0.38996   0.29908   0.32845   0.21216  -0.08299  -0.04397


   -0.43340   0.07071  -0.18817   0.12691   0.00449  -0.01225


   -0.05276   0.35448  -0.04168  -0.19901  -0.00214  -0.00783


    0.69031  -0.14843  -0.33425  -0.00629  -0.00364  -0.01227





 Site scores (matrice V^)





    1.24529  -1.07294  -0.50624   0.24413  -3.63165   1.16312


   -2.69965   2.13683   0.81352   0.47153   0.90842  -1.34724


    3.11627  -2.30661  -0.69893  -1.39063   4.84118   0.56210


   -0.66637  -1.10153   1.43518  -1.10620   0.01370  -0.03718


    0.61265   0.98301   0.31566   0.57411   0.32863   0.
