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What does program OVW do?

ProgramOVW performsoptimal variableweighting for ultrametricand additivetree clustering,
following the methodoroposed by D&oete(1986, 1988), asvell asfor K-means partitioning.
The new program, which isavailable free of charge tacademicusers, providessome
improvements and exti@ptions,compared to D&oete's (1988programOVWTRE which only
implemented fitting to the first two families of clustering methods mentioned above.

Given a rectangular data mathix containing measurementsmfobjects omm variables, the
algorithm computes variableightsw = {w,, w,, ... w_} such that theresulting matrix of
dissimilarities among objec = [d; |:
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optimally satisfies either the ultrametric or the additive inequality, or optimalgesponds to K-
means partition with fixed number of gropsThe weights are constrained to be nonnegative and
their sum is equal to one.

The ultrametric inequality is fulfilled when:

d; = max(@,, d;)
for all i, j, andk, while the additive inequality is verified when:
d; +d, < max @, +dj, d, + d,)

for alli, j, k, andl. In the same way, tH€-meanspartitioning problem can be defined aflows:
determine a partition of objects intdK groups, or clusters, suthat thesum, over all groups, of
the squared within-group residuals is minimal.

For each of the three clustering problems, a particular function to minimize shouedirizsl

to compute optimalveights. Inthe ultrametriacase, the optimalweightsare computed bgolving
the optimization problem described by De Soete (1986):



QZ(dik—d,-kF
Ly, (W, W,, ...w,) = - IR min
U( 1 2 ) Zdl?

i<j

whereQ = {(i, j, k) | d; < min(d,, d,), anddik # djk}. The minimization isdone subject to the
constraints:

wl, w2, ... ,wm=0, (2)
wl +w2 + ... +wm = 1. (2)
In the additive case, the optimization problem is formulated as in De Soete (1986):
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subject to constraints (1) and (8,={(i, ], k, 1) | d;< min d, + d
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In the case oK-means partitioningthe minimization problem can be formulatedfaléows
for a partition oin objects into a fixed number of grouids
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subject to constraints (1) and (8);is the number of objects in group numker

We usedthe Polak-Ribiere optimization meth¢ske Press et al.19&®d later editions, or
Polak 1971) to carry out the minimizationlaf, La andLp. Once the optimal variableeights for
Lu or La are obtained, the resulting dissimilaritsamong objects can be subjected to any of the
existing ultrametric or additive-tree fitting procedures; Aeshie etal. (1996) for an overview of
these methods. Fdrerarchical clusteringnethods, amextensive Monte-Carlo investigation based
on the results provided by De Soete’s program OVWTRE can be found in Milligan (1989).

Sometimes, the method described above may produce a local instead of a global minimum for
Lu, La or Lp. Hence, a goodhoice of initialweights is essentiallVhile experimentingwith the
program, werealized that an initiaguess whereall the weights are equal to 1/(number of
variables), asmplemented inprogram OVWTRE, cannot guarantiyat the global minimum is
always reached. Aimportant detailnot reported in De Soet€l986, 1988) isthat the global
minimum ofLa or Lu can sometimes be reached with several diffesets ofoptimal weightsw .
This maylead to different dissimilarity matricd3, from which different clustering hierarchies or
additive trees can be inferred.

An interesting feature of program OVW, compared to OVWTREhas it allows users to
restart the optimization procedure any numbetiroés, usingdifferent randominitial guesses for
the weights. As a consequen@/W usually obtains betteesults thartOVWTRE in the case of
ultrametric and additive clustering; optimizaticior K-meanspartitionning is notavailable in
OVWTRE.



In the optimizatiorfor additive clustering, adegenerate triviadolution may be obtained by
program OVWTRE. It consists of giving a weight of 1 to any one variablevaights of O to all
other variables. It is easy to see that any sigghmtitative variablesatisfiesthe additive inequality
which defines amdditivetree. This is why assigningveeight of 1 to any one o quantitative
variables always guarantees a perfect fit to an additive-tree distance. In program OVW, we provide
a way to avoid this trivial solution which overshadows the effect of all the other variables and often
leads to a sub-optimal additive tree: the user can introduce a maximunforaiue weight of any
single variable, in order to avoidt@vial solution. Anumericalexample,below, illustrates how
program OVW works in practice.

Input files

The input data file is aASCII text file which contains alata matrixY(n x m) as well as the
parameters andm.. If the K-meanspartitioning option is selected, a vectorgrbup assignment
for each object has to be provided.

Matrix of Y contains measurementsrobbjects orm variables.

The data file is organized as follows:
* First, a line with the two parameterandm, separated by one or more spaces.
n is the number of objects, or rows in the ma¥fix
mis the number of variables (columns) in the matrix

» The data matri¥ follow. A row of data can take as many successive physical lines as
needed. Values in the same line are separated by one or more spaces; the number of spaces
does not matter.

« If the K-means partitioning option is selected, eachirof is followed by an integer
that defines the group’s number for the object associated with thie row

Options of the program

The program can carry out one of the three following analyses:
* Ultrametric clustering.
* Additive tree clustering.
» K-means partitioning.

Output file
The output is produced either on the monitor, or in a separate output file. The output consists

* Dissimilarity matrixD(nxn) obtained fron¥ using optimal weights
* Vector of optimal weights/(m) obtained using the Polak-Ribiere minimization procedure.
» Minimum value of the objective loss function being minimized.

* Number of iterations in the Polak-Ribiere minimization procedure leading to the final
results.



Disclaimer_and Availability

ProgramOVW is freeware. It isavailable via Internet on the WWWeb page of ltladoratory of
Numerical Ecology at Université delontréal: <http://www.fas.umontreal.ca/biol/legendre/> or
<http://alize.ere.umontreal.ca/~casgrain/en/labo/ovw.html>. This prograrbeleasdeveloped as

part of a university-based research programdszrs whoencounter problems with this program

may report it to theauthors whowill be happy to help solvéhem. Researchenmay use this
program for scientific purposes, but the source code rertr@msoperty ofVladimir Makarenkov

and Pierre Legendre (© 1999). Publications should give proper credit to the method by referring to
the original papers. Users of program OVW may refer to the user's manual as follows:

MAKARENKOQOV, V., and LEGENDRE, P.(1999), “OVW (Optimal variableweighting for

ultrametric and additive treglustering),” Département dseciences biologiques, Université de
Montréal. 5 pp.

Technical notes

The program is distributed in a variety of formats:

» C source coddor Macintosh andfor Windows (files inthe folder Source), whichcan be
compiled using a C/C++ compiler.

» Compiled versions of the program fin32 compatible compute©VW.exe).The executable
file is a WIin32 ‘tonsolé executable, noDOS executables. Therefore it canrmoin under
plain DOS, nor in a DOS window under Windo@/x, only in Windows 95/98 or Windows
NT consoles.

» Compiled version for PowerPC processors for Macintosh (file OVW_PPC).

» C source codéor different versions of UNIX (files in the folderSource-files) as well as the
corresponding Make file.

References

ARABIE, P., HUBERT,L.J., and DE SOETE, G(Eds.), Clusteringand Classification River
Edge, New Jersey: World Scientific Publ. Co.

POLAK, E. (1971), Computational methods in optimizatjphew York: Academic Press.

DE SOETE, G. (1986);0ptimal variable weightingor ultrametricand additivetree clustering,”
Quality&Quantity, 20, 169-180.

DE SOETE, G. (1988), “OVWTRE: A program foptimal variablewveighting forultrametric and

additive tree fitting,”Journal of Classification5, 101-104.



MAKARENKOV, V., and LECLERC, B.(1999),"An Algorithm for the fitting of a treemetric
according to a weighted least-squares criteridotynal of Classificationl6, 1, pp.3-26.
MILLIGAN, G.W. (1989), “Avalidation study of avariable weighting algorithnfor cluster

analysis,”Journal of Classification6, 53-71.
PRESS, W.H.FLANNERY, B.P., TEUKOLSKY, S.A., and VETTERLING, W. T.(1986),

Numerical Recipes, The Art of Scientific Compytgmbridge: Cambridge University Press.



