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Appendix S1 

SIMULATIONS INVOLVING ARTIFICIAL SURVEY DATA AT TIMES T1 AND T2 

Introduction 
This appendix reports the results of a simulation study carried out to determine if the new test of 
significance of the temporal beta change at individual sites (TBI) has correct type I error rates and is 
able to detect sites for which the response data had exceptionally high dissimilarities between time 1 
(T1) and time 2 (T2). Simulations were done with random data generated in three different ways; six 
dissimilarity coefficients were used as TBI indices.  

Data generation methods 
Two methods were used to generate random community-like data in matrices Mat.1 and Mat.2. The 
first one (gen.method=1) was to draw values at random from the Poisson distribution. The second 
method (gen.method=2) was to use random lognormal data. On the one hand, Poisson error regression 
is often recommended in GLM software to analyse count data such as species abundances. On the other 
hand, artificial data with lognormal distributions, rounded to integers, are often used to represent 
community composition data in simulation studies because their skewness is comparable to that often 
encountered in real community data (Preston 1948). 

 The random Poisson deviates were generated with a probability of occurrence (lambda parameter 
of the distribution) of 0.8. The generated data were skewed and contained approximately 45% zeros. 
For the lognormal data, the normal distribution generating the deviates that are exponentiated to 
produce random lognormal data had mean = 0 and standard deviation = 2.0. The values were rounded 
to the nearest integer. The generated data were highly skewed and contained approximately 36.5% 
zeros. Random lognormal data are much more highly skewed than random Poisson data. 

 It may be of interest to ecologists to identify sites that are exceptional in the changes to their 
community structure on the one hand, and sites that are exceptional in the changes to their 
environmental conditions on the other hand. So, in a third series of simulations, quantitative 
environmental data will be generated through random normal deviates; they will represent 
environmental variables in simulations. Real quantitative environmental data are often not normally 
distributed, but in many cases then can be normalized using data transformations. Qualitative variables 
(factors) will not be used in the simulations. How to handle them is described in section “Application to 
physical environmental or community trait data” of the main paper.  

a. Dissimilarity coeff icients 
Six dissimilarity coefficients were used in the simulation study. Among the coefficients that are often 
used to analyse community composition data, we used the chord, Hellinger and log-chord distances, 
which belong to the Box-Cox family of distances (Legendre & Borcard 2018) and have the Euclidean 
property (a useful property for principal coordinate ordination, PCoA), and the percentage difference 
(Odum 1950) and Ružička (1958) dissimilarities, which are non-Euclidean dissimilarities and can 
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produce negative eigenvalues and complex axes in PCoA. The Euclidean distance was also included 
because it is the most widely used coefficient to analyse environmental data matrices transformed by 
standardization or ranging. Its behaviour for the analysis of community data will be assessed against 
the coefficients specialized for this type of data. 

b. Permutation methods 
The permutation method implemented in the TBI.R function and used in the simulations reported in the 
following sections of this Appendix is described in the main paper. Briefly, the data are permuted 
separately in each column, in the same way in matrices Mat.1 (for T1) and Mat.2 (for T2).  

 Permutation of entire rows of data is another method, widely used by ecologists in tests of 
significance in canonical analysis (RDA, CCA). That method was used in additional TBI simulations 
for the sake of the comparison; results of these additional simulations are summarized here. In the TBI 
test, entire rows were permuted in matrices Mat.1 and Mat.2 separately. The tests had correct type I 
error rates, so they were valid, but they had much lower power than the permutation method 
summarized in the previous paragraph. Hence permutation of entire rows of data should not be used to 
test the significance of TBI indices. That method is not included in the TBI.R function found in 
package adespatial on CRAN. 

c. Simulations to estimate type I error rates 
Type I error simulations will provide an assessment of the validity of the testing method. “A statistical 
testing procedure is valid if the probability of a type I error (rejecting H0 when true) is no greater than 
α, the level of significance, for any α.” (Edgington 1995, p. 37). 

c.1. Simulation methods 
c.1.1. Simulation series 1, community composition data, random Poisson deviates 

Two subseries of simulations were carried out: 

1.1. In the first subseries, the two matrices (Mat.1 and Mat.2, of size n × p) contained random Poisson 
deviates, as described in the introduction of this Appendix; Fig. S1.1. The permutation method was 
used with 999 random permutations. Simulation results are presented in Table S1.1. 

1.2. In the second subseries of simulations, in addition to the random rata in mat.1a and mat.2a (which 
are called mat.1 and mat.2 in Fig. S1.1), a submatrix mat1.d containing p3 new species, with 
frequencies zero, was added to mat.1a and a matrix mat2.d of the same size, containing random Poisson 
deviates, was added to mat.2a; see Fig. S1.2. Simulation results with p3 = 6 are shown in Table S1.2. 

 The objective of the second subseries was to show the effect on the tests of significance of having 
extra species in the data matrices showing strong difference between T1 and T2 (species absent in 
Mat.1 and present in Mat.2) but with only random differences among the sites. These extra species 
should have no effect on the results of TBI tests. 
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Fig. S1.1. Two data matrices (Mat.1 and Mat.2) used in the type I error simulations. Sections mat.1 
and mat.2 were filled with random numbers, so that H0 was true. Note: Mat.1 and Mat.2 contain only 
one section each here; they will contain more sections in the next figures. 

 

 
Fig. S1.2. Two data matrices (Mat.1 and Mat.2) used in the type I error simulations; mat.1a and mat.2a 
contained random numbers, as in Fig. S1.1. In the simulations of subseries 2, mat.1d (white, containing 
zeros for p3 new species) and mat.2d (pink, containing random numbers for the same number of 
species, p3) were joined to mat.1a and mat.2a. 
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c.1.2. Simulation series 2, community composition data, random lognormal deviates 

Two subseries of simulations were carried out:  

2.1. In the first subseries, the two matrices (mat.1 and mat.2, of size n × p) contained random lognormal 
deviates, as described in the introduction of this Appendix; Fig. S1.1. The permutation method was 
used with 999 random permutations. Simulation results are presented in Table S1.3. 

2.2. In the second subseries of simulations, in addition to the random rata in mat.1a and mat.2a (called 
mat.1 and mat.2 in Fig. S1.1), a submatrix mat1.d containing p3 new species, with frequencies zero, 
was added to mat.1a and a matrix mat2.d of the same size, containing random lognormal deviates, was 
added to mat.2a; see Fig. S1.2. Simulation results with p3 = 6 are shown in Table S1.4.  

 The objective of the second subseries was the same as for subseries 1.2, using a different way of 
generating community composition-like data. 

c.1.3. Simulation series 3, environmental data, random normal deviates 

In this last series, quantitative environmental data were simulated using random normal deviates 
instead of species-like data. There were n = 20 sites and p = 20 variables in matrices Mat.1 and Mat.2, 
as in Fig. S1.1. TBI tests were only computed with the Euclidean distance. The other distances 
investigated in the previous simulation series only make sense for community composition and other 
frequency-like data (Legendre & Legendre 2012, Chapter 7). The permutation method was used with 
999 random permutations.  

 The data vectors were standardized as described in Appendix A2. Explanation: (a) the two data 
matrices are joined into a single data matrix, Y = rbind(Mat.1, Mat.2), before standardization. In this 
way, the differences in values of each variable for a given pair of sites in the two matrices will remain 
comparable to the differences of computed from the original unstandardized values; in this way, the 
distances computed between sites in T1 and T2 will be meaningful. This precaution is important when 
there are differences in means between T1 and T2. (b) Standardizing the variables insures that all 
variables will contribute the same variance to the calculation of the TBI indices; the variances will not 
depend on the physical units of the variables or other contingencies that make the variances unequal. 

c.2. Results, type I error study 
Results are presented in Tables S1.1 and S1.2 for random Poisson deviates, in Tables S1.3 and S1.4 for 
random lognormal deviates, and in Table S1.5 for normal deviates.  

 The simulations produced the expected result that type I error was always correct. The testing 
method is thus valid according to Edgington’s (1995) definition shown above. 

1. Examination of the tables of rejection rates of the null hypothesis (Table S1.1–S1.4) showed that the 
TBI tests had correct rates of type I error for the two community-like data generation methods (Poisson 
and lognormal) and all dissimilarity indices used, and this for all significance levels (α) considered, 
from α = 0.01 to α = 0.50. Deviations from the nominal significance levels, shown at the top of each 
table, were very small. Simulations involving random environmental-like quantitative data (Table S1.5) 
also showed correct levels of type I error with the Euclidean distance used in the computation of TBI 
indices.  

2. The tables of rejection rates were divided into separate matrices per data generation and permutation 
methods, and transformed into squared differences (or squared errors) between the rejection rates and 
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the nominal significance levels α. The sum of the squared differences was computed for each matrix. 
Examination of the results (not shown in detail in this Appendix) showed no significant difference 
(Friedman’s test) in type I error rejection rates between the data generation methods (Poisson or 
lognormal). 

3. The additional species that were present in Mat.2 but not in Mat.1 (see Fig. S1.2) did not affect the 
type I error rates of the TBI tests. The rejection rates in Tables S1.1 and S1.2 (random Poisson 
deviates), and those in Tables S1.3 and S1.4 (random lognormal deviates), were very similar.  

 Note — The percentage difference and Ružička dissimilarity indices differ only by their 
denominators. The tests of significance of these two indices produce the same p-values if they are run 
with the same series of permuted vectors. Since the random number generator was started at the same 
value at the beginning of all simulation runs, it is normal that the rejection rates found for these two 
dissimilarities in TBI simulations be the same in the report tables (Tables S1.1 to S1.4). 

d. Simulations to compare power of D  indices 
d.1. Simulation method 
For the power simulations, some of the sites were generated with a strong difference between T1 and 
T2 whereas other sites only had random differences. The objective of these simulations was to 
determine if some dissimilarity functions were better suited to identify sites with strong differences in 
community composition data between T1 and T2 than other dissimilarity indices.  

 Data generation proceeded as follows for community composition data. n1 sites were assigned to 
a first group that differed in composition between T1 and T2, whereas n2 sites only had random 
variation between T1 and T2.  

1. The n1 sites received strong differences between T1 and T2, as follows (Fig. S1.3): 

• A first group of p1 species received random abundance values in mat.1a. 

• A second group of p2 species received random abundance values in mat.2b. 

• In Mat.1, the p2 species received the values of mat.2b times a contribution constant (parameter contr) 
with values between 0 and 1. With contr = 0, the differences between Mat.1 and Mat.2 for the first 5 
sites were so strong that H0 was rejected with very high rates and the first 5 sites were nearly always 
identified as exceptional, except when the Euclidean D was used as TBI index. The value contr = 0 was 
too strong to produce useful simulation results. Hence the value contr = 0.2 was used in the power 
simulations with random Poisson deviates reported below. For the power simulations with random 
lognormal deviates, contr was either 0.01 or 0.02, as specified below. A higher value of contr reduces 
the test power. 

• In Mat.2, the p1 species received the values of mat.1a times the same contribution constant (contr) as 
in the previous paragraph.  

 The generated abundance-like values were either random Poisson or random lognormal deviates, 
as described at the beginning (section “Data generation methods”) of this Appendix.  
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Fig. S1.3. Two matrices (Mat.1 and Mat.2) used in the power simulations. Abundances in mat.1a and 
mat.2b were generated independently using either random Poisson or random lognormal deviates. 
Submatrix mat.1b received a fraction of the abundances in mat.2b and mat.2a received a contribution of 
the abundances in mat.1a. The values of these contributions are described in the text and depend of the 
random data generator used. Submatrices mat.1c and mat.2c received random deviates drawn from the 
same statistical population.  

 

2. The n2 sites received random abundance-like values, either Poisson or lognormal. Hence the 
differences between T1 and T2 were random for these sites (Fig. S1.3). 

 In the results reported below, n1 = 5, n2 = 15, p1 = p2 = 10. 1000 data sets were independently 
generated and analysed for each reported rejection rate (0.01, 0.05, 0.10) in Tables S1.6 and S1.7 
reporting the results. 

d.1.1. Power differences among D indices, community composition data  

d.1.1.1. Simulations using random Poisson deviates 

Two subseries of simulations were carried out: 

1. In the first subseries, all matrices contained random Poisson deviates, structured following Fig. S1.3. 

2. In addition, a submatrix mat1.d containing p3 new species, with frequencies zero, was added to 
Mat.1 and a matrix mat2.d of the same size, containing random Poisson deviates, was added to Mat.2, 
as in the subseries 2 simulations for type I error. See Fig. S1.4. 
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Fig. S1.4. Two matrices (Mat.1 and Mat.2) used in additional power simulations with random 
deviates. In these simulations, mat.1d (white, containing zeros for p3 new species) and mat.2d (pink, 
containing random lognormal or Poisson deviates for the same number of species, p3) were joined to 
mat.1a-b-c and mat.2a-b-c. H0 was true for the p3 species found in mat.1d and mat.2d.  

 

 The objective of the second subseries was to show the effect on the tests of significance of having 
extra species in the data matrices showing strong difference between T1 and T2 (species absent in 
Mat.1 and present in Mat.2) but with only random differences among the sites. These extra species 
should have little effect, if any, on the TBI tests of significance. 

d.1.1.2. Simulations using random lognormal deviates 

Two subseries of simulations were carried out with random lognormal deviates. Data were structured 
following Fig. S1.3. 

1. In the first subseries, the contributions of the mat.2b data to the mat.1b data, and of the mat.1a data 
to the mat.2a data, was determined by contr = 0.01. 

2. In the second subseries, the contribution parameter (contr) had the value 0.02.  

d.1.2. Power with simulated environmental data 

For simulation involving data simulating pseudo-environmental variables, the construction of the data 
matrices followed the same method as in simulation subseries 1 above (n1 = 5, n2 = 15, p1 = p2 = 10), 
except that the data were random normal deviates standardized as described in Appendix A2. 

d.1.3. Differences in power for different values of n1 and n2 
Power to detect an effect in statistical tests is well-known to be a function of three parameters: the 
importance of the effect to be detected, the significance level α, and the number of observations n. 
Additional simulations were conducted to detect the effect on power of the number of exceptional sites 
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(n1) and the number of sites with random variation (n2) in the study. Community composition was 
simulated using random lognormal deviates. 

d.2. Results, power study 
Results are presented in Tables S1.6 and S1.7 for simulated community composition data and in Table 
S1.8 for simulated environmental data. 

d.2.1. Power differences among D indices, community composition data 
Power is the ability to detect an effect when one is present in the data. In the simulations reported here, 
we know that rather large effects were present in all data sets because the simulation function had 
generated it in the data. 
 From the simulation results for community composition data (simulation series 1: Table S1.6, 
Fig. S1.5; simulation series 2: Table S1.7, Fig. S1.6), we can make the following observations, working 
from the bottom of the graphs up: 

1. All simulations involving the Euclidean distance for the computation of TBI indices had dismally 
low power (triangles pointing down). TBI indices computed with the Euclidean distance hardly ever 
detected the presence of exceptional sites in the species-like data files simulated with Poisson or 
lognormal deviates. The Euclidean distance should not be used for TBI tests of community 
composition data. 

2. For data generated with Poisson or lognormal distributions, the most powerful TBI tests were 
computed with the percentage difference (aka Bray-Curtis) and Ružička dissimilarities, followed by the 
group {Hellinger, log-chord} distances which produced very similar results with species-like data 
simulated with Poisson random deviates, and log-chord distances for community data simulated with 
lognormal deviates. TBI tests based on the chord dissimilarity had the lowest power among the 
distances that produced usable tests. The log-chord distance was expected to be the most appropriate 
(and thus produce more powerful tests that the chord or Hellinger distances) with lognormally 
distributed data since the log transformation, which is the first transformation in the calculation of that 
distance, makes the random data normal before the chord transformation is computed. 

3. When sites had entirely different species compositions between T1 and T2, the TBI test had 
maximum power: it always rejected H0 at significance levels of 0.05 and 0.10, and in 98.7% of the 
cases at level 0.01. In temporal studies, this situation may arise when a site has been subjected to an 
important environmental change between T1 and T2. The change may be natural or man-made, like a 
lake environment going from a prairie to agricultural or urban. The situation was simulated by setting 
the contribution parameter to the value contr=0 for the generation of data in submatrices mat1b and 
mat2b (see Fig. S1.3). Similar results were obtained with all dissimilarity indices tested: percentage 
difference, Ruzicka, chord, Hellinger and log-chord distances. 

 The best combination for TBI tests of community composition data with maximum power is to 
use the percentage difference or the Ružička indices. These two dissimilarities can also be decomposed 
into species losses (B/den) and gains (C/den), which can be used to examine the processes of losses and 
gains at the site level and to produce B-C plots. 
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Fig. S1.5. Power study, random Poisson deviates. Rates of rejection of H0 through the simulations 
obtained with five dissimilarity coefficients, (a) without (Fig. S1.3) and (b) with extra species (Fig. 
S1.4). Rejection rates are reported for three significance levels alpha: 0.01, 0.05 and 0.10 (abscissa). 
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Fig. S1.6. Power study, random lognormal deviates. Rates of rejection of H0 through the simulations 
obtained with five dissimilarity coefficients, using two values of the contribution parameter: (a) contr = 
0.01, (b) contr = 0.02. Rates of rejection of H0 are reported for three significance levels alpha: 0.01, 
0.05 and 0.10 (abscissa).  
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d.2.2. Power with simulated environmental data 

In the simulations representing environmental variables with simulated standardized random normal 
deviates, there were n1 = 5 and n2 = 15 sites, p1 = p2 = 10 variables. The contribution parameter was 
contr = 0.05. The only distance tested in the simulation study was the Euclidean distance. 1000 data 
sets were independently generated and analysed for each reported rejection rate (0.01, 0.05, 0.10). The 
rates of rejection of H0 are presented in Table S1.8. Power was high enough to recommend the test for 
analysis of standardized environmental data. 

d.2.3. Differences in power for different values of n1 and n2 
The simulations conducted to detect the effect on power of the number of exceptional sites (n1) and the 
number of sites with random variation (n2) in the study produced the following results.  

1. The number of sites n was 20 in all simulations, with the number of affected sites n1 = varying from 
1 to 19; n2 = (n – n1). The simulations used the percentage difference index and contr = 0.02, 1000 
independent simulations and 999 permutations per test.  

The results show that for tests of significance at level alpha = 0.05, optimal power was obtained with 
n1 = 1 to 9 in simulations (Fig. S1.7a). The test can be recommended for data sets with n1 smaller than 
n/2. Tests carried out with n1 equal to or larger than n/2 can still be used but they have lower power. 

2. For n1 = n/4, simulations were repeated for different values, with n = {8,16,24,32,40,48,56,64} and 
n1 = {2,4,6,8,10,12,14,16}. Again, the simulations used random lognormal data, the percentage 
difference index, contr = 0.02, 1000 independent simulations and 999 permutations per test. 

Rejection rates are reported in Fig. S1.7b for three significance levels alpha: 0.01, 0.05 and 0.10. Power 
remained constant over all values of n investigated. 

d.2.4. Summary of the power study 

 Power of the test was high when the effect was strong, and as long as the proportion of sites with 
an effect was smaller than n/2 (Fig. S1.7a). For a fixed proportion of affected sites, power did not 
increase when the total number of sites n in the study was larger (Fig. S1.7b). 
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Fig. S1.7. Rejection rates of the TBI tests in power simulations. Rates of rejection of H0 through the 
simulations are reported for three significance levels alpha: 0.01, 0.05 and 0.10. (a) Different numbers 
of sites received an effect (abscissa, n1 = 1 to 19), i.e. a difference in community composition between 
T1 and T2. There were 20 sites in total in each simulation. (b) The proportion of sites with an effect 
was kept constant, here n1 = n/4, for different values of n (abscissa). The rejection rate is the mean 
proportion of the sites with an effect that were identified as significant at the stated alpha level. 
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Table S1.1. Type I error rates of the test of the TBI D indices shown in the first column: rejection rates 
(i.e. number of rejections of H0 divided by the number of simulations, which was 1000) of the TBI test 
when there were no exceptional sites in the simulated data. The data were drawn from a random 
Poisson distribution; n = 20 sites, p = 20 species (Fig. S1.1). All tests involved 999 random 
permutations. Simulation series 1: data at all sites and both times came from the same statistical 
population, hence H0 was true. 
______________________________________________________________________________ 

  _____________Nominal significance levels_____________ 

  0.01 0.05 0.10 0.20 0.30 0.40 0.50  
______________________________________________________________________________ 

% difference  0.000 0.034 0.108 0.208 0.275 0.335 0.491 

Ružička  0.000 0.033 0.108 0.208 0.275 0.333 0.492 

Chord  0.000 0.042 0.075 0.200 0.292 0.383 0.475 

Hellinger  0.000 0.042 0.100 0.175 0.300 0.367 0.517 

Log-chord  0.000   0.050   0.117   0.183   0.300   0.375   0.483 

Euclidean  0.000 0.025 0.094 0.200 0.319 0.400 0.494 
______________________________________________________________________________ 

 

 

Table S1.2. Type I error rates of the test of the TBI D indices shown in the first column. See caption of 
Table S1.1. The data were drawn from a random Poisson distribution; n = 20 sites. Simulation series 2: 
for the basic p1 = 20 species, data at all sites and both times came from the same statistical population. 
In addition, T2 had p3 = 6 species more than T1 (Fig. S1.2). All tests involved 999 random 
permutations. For these 6 species, there were no differences among the sites besides random variation; 
hence H0 was still true.  
______________________________________________________________________________ 

  _____________Nominal significance levels_____________ 

  0.01 0.05 0.10 0.20 0.30 0.40 0.50  
______________________________________________________________________________ 

% difference  0.017 0.042 0.092 0.183 0.267 0.425 0.541 

Ružička  0.017 0.042 0.091 0.183 0.267 0.425 0.541 

Chord  0.000 0.062 0.112 0.212 0.312 0.450 0.525 

Hellinger  0.000 0.075 0.112 0.213 0.312 0.375 0.550 

Log-chord  0.000   0.075   0.100   0.238   0.312   0.400   0.550 

Euclidean  0.008 0.050 0.100 0.208 0.300 0.383 0.508 
______________________________________________________________________________ 



 15 

 

Table S1.3. Type I error rates of the test of the TBI D indices shown in the first column: rejection rates 
(i.e. number of rejections of H0 divided by the number of simulations, which was 1000) of the TBI test 
when there were no exceptional sites in the simulated data. The data were drawn from a random 
lognormal distribution; n = 20 sites, p = 20 species (Fig. S1.1). All tests involved 999 random 
permutations. Simulation series 1: data at all sites and both times came from the same statistical 
population, hence H0 was true. 
______________________________________________________________________________ 

  _____________Nominal significance levels_____________ 

  0.01 0.05 0.10 0.20 0.30 0.40 0.50  
______________________________________________________________________________ 

%difference D  0.014 0.064 0.121 0.193 0.293 0.386 0.486 

Ružička D  0.014 0.064 0.121 0.193 0.293 0.386 0.486 

Chord D  0.000 0.038 0.100 0.188 0.251 0.388 0.513 

Hellinger D  0.000 0.050 0.100 0.175 0.263 0.375 0.562 

Log-chord D  0.000   0.025   0.076   0.213   0.313   0.425   0.512 

Euclidean D  0.000 0.050 0.112 0.188 0.312 0.413 0.500 
______________________________________________________________________________ 

 

Table S1.4. Type I error rates of the test of the TBI D indices shown in the first column. See caption of 
Table S1.3. The data were drawn from a random lognormal distribution; n = 20 sites. All tests involved 
999 random permutations. Simulation series 2: for the basic p1 = 20 species, data at all sites and both 
times came from the same statistical population. In addition, T2 had p3 = 6 species more than T1 (Fig. 
S1.2). For these 6 species, there were no differences among the sites besides random variation; hence 
H0 was still true. 

______________________________________________________________________________ 

  _____________Nominal significance levels_____________ 

  0.01 0.05 0.10 0.20 0.30 0.40 0.50  
______________________________________________________________________________ 

%difference D  0.022 0.061 0.105 0.210 0.294 0.389 0.500 

Ružička D  0.022 0.061 0.105 0.210 0.294 0.389 0.500 

Chord D  0.017 0.061 0.100 0.222 0.300 0.411 0.517 

Hellinger D  0.017 0.055 0.111 0.194 0.273 0.368 0.501 

Log-chord D  0.022   0.072   0.116   0.194   0.273   0.401   0.506 

Euclidean D  0.017 0.056 0.133 0.194 0.322 0.405 0.505 
______________________________________________________________________________ 
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Table S1.5. Type I error rates of the test of TBI indices computed using the Euclidean distance. 
Simulation series 3: the data were drawn from a random normal distribution; n = 20 sites, p = 20 
variables. All tests involved 999 random permutations. Data at all sites and both times came from the 
same statistical population, hence H0 was true. 
______________________________________________________________________________ 

  _____________Nominal significance levels_____________ 

  0.01 0.05 0.10 0.20 0.30 0.40 0.50  
______________________________________________________________________________ 

Euclidean D  0.007 0.050 0.100 0.193 0.321 0.421 0.528 
______________________________________________________________________________ 

 

 

Table S1.6. Power analysis of TBI D indices shown in the first column, random Poisson deviates. 
There were n1 = 5 exceptional sites in the simulated data. The results in the table are the mean rejection 
rates of the TBI test for these 5 sites, computed as the number of rejections of H0 divided by the 
number of simulations, which was 1000. (A) Data with p1 and p2 species only (Fig. S1.3). (B) p3 = 6 
extra species with values of 0 in Mat.1 and random Poisson deviates in all sites of Mat.2 (Fig. S1.4); H0 
is true for these p3 species. 
______________________________________________________________________________ 

  (A) p1 and p2 species (B) p1, p2 and p3 species 

  __Significance levels__ __Significance levels__ 

  0.01 0.05 0.10  0.01 0.05 0.10  
______________________________________________________________________________ 

%difference D 1 0.341 0.787 0.859 0.478 0.858 0.900 

Ružička D 1 0.341 0.787 0.859 0.478 0.858 0.900 

Chord D 1 0.355 0.511 0.600 0.381 0.580 0.720 

Hellinger D 1 0.377 0.577 0.711 0.421 0.660 0.840 

Log-chord D 1 0.355 0.600 0.711 0.401 0.620 0.800 

Euclidean D 1 0.000 0.000 0.000 0.000 0.000 0.020 
______________________________________________________________________________ 
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Table S1.7. Power analysis of TBI D indices shown in the first column, random lognormal deviates. 
There were 5 exceptional sites in the simulated data. The results in the table are the mean rejection 
rates of the TBI test for these 5 sites, computed as the number of rejections of H0 divided by the 
number of simulations, which was 1000. Data with p1 and p2 species only (Fig. S1.3). There were no 
extra species in these simulations (p3 = 0). The contribution parameter of these simulations varied: (A) 
contr = 0.01, (B) contr = 0.02. 
______________________________________________________________________________ 

  (A) contr = 0.01 (B) contr = 0.02 

  __Significance levels__ __Significance levels__ 

  0.01 0.05 0.10  0.01 0.05 0.10  
______________________________________________________________________________ 

%difference D 1 0.875 0.975 1.000 0.463 0.849 0.962 

Ružička D 1 0.875 0.975 1.000 0.463 0.849 0.962 

Chord D 1 0.625 0.675 0.713 0.301 0.313 0.338 

Hellinger D 1 0.612 0.737 0.850 0.315 0.401 0.529 

Log-chord D 1 0.676 0.887 0.912 0.401 0.638 0.750 

Euclidean D 1 0.012 0.025 0.062 0.012 0.025 0.062 
______________________________________________________________________________ 

 

 

Table S1.8. Power analysis of TBI indices computed using the Euclidean distance, random normal 
deviates. There were 5 exceptional sites in the simulated data. The results in the table are the mean 
rejection rates of the TBI test for these 5 sites, computed as the number of rejections of H0 divided by 
the number of simulations, which was 1000. Data with p1 and p2 species only. There were no extra 
variables in these simulations (p3 = 0); contr = 0.05. 

______________________________________________________________________________ 

  contr = 0.05  

  __Significance levels__  

  0.01 0.05 0.10    
______________________________________________________________________________ 

Euclidean D  0.627 0.772 0.843  
______________________________________________________________________________ 

 



 1 

Appendix S2 

AN R FUNCTION TO STANDARDIZE ENVIRONMENTAL DATA PRIOR TO TBI ANALYSIS 

#' Special standardization for environmental data prior to TBI analysis.  
#' 
#' After standardization, all variables will have the same weight (i.e. they will   
#' all contribute the same variance) in the calculation of TBI indices. 
#' 
#' @param mat1 First data matrix, class matrix or data.frame. 
#' @param mat2 Second data matrix, class matrix or data.frame. 
#' @param non.neg=TRUE : make the data non-negative before scaling (recommended). 
#'        non.neg=FALSE: keep standardized data with signs (due to centring). 
#'  
#' @return A list with the two matrices standardized as described above. 
#' 
#' @details  
#' The two data sets are joined into a single data matrix, Y = rbind(Y.T1, Y.T2).  
#' Y is standardized [Y.stand = scale(Y)], then it is separated into two matrices   
#' of the sizes of the original data matrices before analysis with function TBI(). 
#' 
#' Explanation:  
#' (a) the two data matrices are joined into a single data matrix, Y = rbind(Y.T1,    
#' Y.T2), before standardization. In this way, the differences in values of each    
#' variable for a given pair of sites in the two tables will remain comparable    
#' to the differences computed from the original unstandardized values; in this    
#' way, the distances computed between sites in T1 and T2 will be meaningful.   
#' Important when there are differences in means and variances between T1 and T2.  
#' (b) Standardizing the variables insures that all variables will contribute the    
#' same variance to the calculation of the TBI indices; the variances will not    
#' depend on the physical units of the variables or other contingencies that make  
#' the variances unequal. 
#' 
#' Argument non.neg=TRUE makes all values ≥ 0. Subtracting the matrix overall 
#’ minimum from all values does not change the Euclidean distances among the sites. 
#' 
#' @author  Pierre Legendre \email{pierre.legendre@@umontreal.ca}, 2018 
'scale.for.TBI' <-  
 function(mat1,mat2,  
    non.neg=TRUE) 
 { 
 mat1 <- as.matrix(mat1) 
 mat2 <- as.matrix(mat2) 
 dim.1 <- dim(mat1) 
 dim.2 <- dim(mat2) 
 if(!is.numeric(mat1)) stop("First data matrix not numeric") 
 if(!is.numeric(mat2)) stop("Second data matrix not numeric") 
 if(dim.1[1] != dim.2[1]) stop("Data sets have different numbers of rows") 
 if(dim.1[2] != dim.2[2]) stop("Data sets have different numbers of columns") 
 n12 <- dim.1[1] 
 # 
 tmp <- scale(rbind(mat1,mat2)) 
 if(non.neg) tmp <- tmp - min(tmp)    
 mat1 <- tmp[1:n12,] 
 mat2 <- tmp[(n12+1):(2*n12),] 
 list(mat1=mat1, mat2=mat2) 
 } 



 

Appendix S3 

RESULTS OF CALCULATIONS WITH R FUNCTION TBI(), INSECTICIDE EXPERIMENT 

Pyrifos insect treatment data: compare survey #4 (one week after the insecticide treatment) to 
survey #11 (after full recovered from treatment). # indicate comments added to the output files. 
 
library(vegan) 
data(pyrifos) 
survey4.order = c(38,39,41,47,37,44,40,46,43,48,42,45) 
survey11.order = c(122,123,125,131,121,128,124,130,127,132,126,129) 

 
1. Comparison based upon species abundance data, percentage difference D 
 
( res1 <- TBI(pyrifos[survey4.order,], pyrifos[survey11.order,], method="%diff", 
nperm=9999, BCD=TRUE, test.t.perm=TRUE, clock=TRUE) ) 
# Computation time = 47.247000  sec 
 
----- 
$TBI 
 [1] 0.4332125 0.4490831 0.4048151 0.4593321 0.4958159 0.4392330 0.4884889 0.4851041   
 [9] 0.4740264 0.6205484 0.7345825 0.6721440 
 
$p.TBI 
 [1] 0.8749 0.8082 0.9582 0.7518 0.5173 0.8588 0.5635 0.5938 0.6584 0.0192 0.0001 0.0018 
 
 
$p.adj 
 [1] 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.1920 0.0012 0.0198 
 
$BCD.mat 
        B/(2A+B+C) C/(2A+B+C) D=(B+C)/(2A+B+C) Change 
Site.1   0.1616465  0.2715660        0.4332125    +   # Untreated 
Site.2   0.1973186  0.2517645        0.4490831    +   # Untreated 
Site.3   0.2305092  0.1743059        0.4048151    –   # Untreated 
Site.4   0.2643243  0.1950077        0.4593321    –   # Untreated 
Site.5   0.2303800  0.2654359        0.4958159    +   # Treated, 0.1 microgram/L 
Site.6   0.1980843  0.2411487        0.4392330    +   # Treated, 0.1 microgram/L 
Site.7   0.2425404  0.2459484        0.4884889    +   # Treated, 0.9 microgram/L 
Site.8   0.1854199  0.2996843        0.4851041    +   # Treated, 0.9 microgram/L 
Site.9   0.1901665  0.2838599        0.4740264    +   # Treated, 6 micrograms/L 
Site.10  0.3094316  0.3111168        0.6205484    +   # Treated, 6 micrograms/L 
Site.11  0.3232546  0.4113279        0.7345825    +   # Treated, 44 micrograms/L 
Site.12  0.1829121  0.4892319        0.6721440    +   # Treated, 44 micrograms/L 
 
$BCD.summary   # Here the BCD summary is computed for the 12 mesocosms, not the 8 treated 
 mean(B/den) mean(C/den)   mean(D)  B/(B+C)  C/(B+C) Change 
   0.2263323   0.2866998 0.5130322 0.441166 0.558834    +   
 
$t.test_B.C    # Here the tests is computed for the 12 mesocosms, not for the 8 treated 
                mean(C-B)      Stat    p.param p.perm   p<=0.05 
Paired t.test  0.06036748 -2.132286 0.05635548 0.0383          # Permutation test signif. 
 
$BC 
[1] NA 
 
----- 
 
  



 

# Additional result –  
# Paired t-test comparing the B and C stat. ($BCD.mat above) for the 8 treated mesocosms 
 
$t.test_B.C 
                mean(C-B)      Stat    p.param p.perm   p<=0.05 
Paired t.test  0.08569554 -2.463362 0.04325165 0.0066       *  # Both tests significant 

 
 
 

2. Comparison based upon species occurrence (i.e. presence-absence) data, Sørensen D  
 
( res2 <- TBI(pyrifos[survey4.order,], pyrifos[survey11.order,], method="sorensen", 
nperm=9999, BCD=TRUE, test.t.perm=TRUE, clock=TRUE) ) 
# Computation time = 32.808000  sec  
 
----- 
$TBI 
 [1] 0.4390244 0.4324324 0.4457831 0.4705882 0.4666667 0.4358974 0.5000000 0.4153846  
 [9] 0.4545455 0.6800000 0.7551020 0.6595745 
 
$p.TBI 
 [1] 0.8281 0.8660 0.8051 0.6656 0.6858 0.8487 0.4960 0.9181 0.7671 0.0016 0.0001 0.0042 
 
$p.adj 
 [1] 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.0176 0.0012 0.0420 
 
$BCD.mat 
        B/(2A+B+C) C/(2A+B+C) D=(B+C)/(2A+B+C) Change 
Site.1   0.1463415  0.2926829        0.4390244    +   # Untreated 
Site.2   0.1891892  0.2432432        0.4324324    +   # Untreated 
Site.3   0.2048193  0.2409639        0.4457831    +   # Untreated 
Site.4   0.2205882  0.2500000        0.4705882    +   # Untreated 
Site.5   0.1733333  0.2933333        0.4666667    +   # Treated, 0.1 microgram/L 
Site.6   0.1666667  0.2692308        0.4358974    +   # Treated, 0.1 microgram/L 
Site.7   0.2105263  0.2894737        0.5000000    +   # Treated, 0.9 microgram/L 
Site.8   0.1384615  0.2769231        0.4153846    +   # Treated, 0.9 microgram/L 
Site.9   0.1363636  0.3181818        0.4545455    +   # Treated, 6 micrograms/L 
Site.10  0.2800000  0.4000000        0.6800000    +   # Treated, 6 micrograms/L 
Site.11  0.2857143  0.4693878        0.7551020    +   # Treated, 44 micrograms/L 
Site.12  0.1276596  0.5319149        0.6595745    +   # Treated, 44 micrograms/L 
 
$BCD.summary   # Here the BCD summary is computed for the 12 mesocosms, not the 8 treated 
 mean(B/den) mean(C/den)   mean(D)   B/(B+C)   C/(B+C) Change 
    0.189972   0.3229446 0.5129166 0.3703759 0.6296241    +   
 
$t.test_B.C    # Here the test is computed for the 12 mesocosms, not for the 8 treated 
                mean(C-B)      Stat      p.param p.perm   p<=0.05 
Paired t.test   0.1329727 -4.621706     0.000738 0.0008         *  # Both tests signif. 
 
$BC 
[1] NA 
 

 
 
 



 

Appendix S4 

RESULTS OF CALCULATIONS WITH R FUNCTION TBI(), CHESAPEAKE BAY DATA 

TBI tests of significance of the difference between years at each site and BCD,mat matrix 
containing the B and C statistics used to construct the B-C plot (Fig. 4); 25 brackish sites, years 
2005 and 2008, fall survey data. Sites 4 and 8 had no species in common between 2005 (T1) and 
2008 (T2). Significant adjusted p-values (Holm correction) are underscored in the results below. 
 
1. Comparison based upon species abundance data, percentage difference D 
 
( res.fauna.05.08.pcdiff = TBI(Y1, Y2, "%diff", pa.tr=FALSE, nperm=99999, BCD=TRUE, 
test.BC=TRUE, test.t.perm=TRUE, clock=TRUE) ) 
# Computation time = 604.271000  sec  
 
----- 
$TBI 
 [1] 0.6766467 0.5704698 0.9411765 1.0000000 0.6309524 0.7685950 1.0000000 1.0000000 
 [9] 0.6960000 0.5777778 0.8632812 0.5081967 0.3229572 0.7083333 0.5164835 0.5843137 
[17] 1.0000000 0.8983051 0.6385965 0.4244604 0.6256158 0.3846154 1.0000000 0.8020833 
[25] 0.7611940 
 
$p.TBI 
 [1] 0.38334 0.61550 0.00627 0.00062 0.48268 0.19719 0.00062 0.00056 0.34265 0.59802 
[11] 0.06230 0.74991 0.97718 0.31635 0.72990 0.58333 0.00064 0.03035 0.46790 0.89258 
[21] 0.49572 0.93799 0.00058 0.14253 0.20731 
 
$p.adj 
 [1] 1.00000 1.00000 0.12540 0.01426 1.00000 1.00000 0.01426 0.01400 1.00000 1.00000 
[11] 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 0.01426 0.57665 1.00000 1.00000 
[21] 1.00000 1.00000 0.01400 1.00000 1.00000 
 
$BCD.mat 
         B/(2A+B+C) C/(2A+B+C) D=(B+C)/(2A+B+C) Change 
Site.1  0.167664671 0.50898204        0.6766467    +   
Site.2  0.436241611 0.13422819        0.5704698    –   
Site.3  0.029411765 0.91176471        0.9411765    +  * Mostly abundances-per-sp. gains 
Site.4  0.250000000 0.75000000        1.0000000    +  * Mostly abundances-per-sp. gains 
Site.5  0.053571429 0.57738095        0.6309524    +   
Site.6  0.347107438 0.42148760        0.7685950    +   
Site.7  0.950000000 0.05000000        1.0000000    –  * Mostly abundances-per-sp. losses 
Site.8  0.400000000 0.60000000        1.0000000    +  * 40% Ab.-per-sp. losses, 60% gains 
Site.9  0.576000000 0.12000000        0.6960000    –   
Site.10 0.100000000 0.47777778        0.5777778    +   
Site.11 0.224609375 0.63867188        0.8632812    +   
Site.12 0.483606557 0.02459016        0.5081967    –   
Site.13 0.190661479 0.13229572        0.3229572    –   
Site.14 0.229166667 0.47916667        0.7083333    +   
Site.15 0.340659341 0.17582418        0.5164835    –   
Site.16 0.482352941 0.10196078        0.5843137    –   
Site.17 0.000000000 1.00000000        1.0000000    +  * Only abundances-per-sp. gains 
Site.18 0.135593220 0.76271186        0.8983051    +   
Site.19 0.057894737 0.58070175        0.6385965    +   
Site.20 0.316546763 0.10791367        0.4244604    –   
Site.21 0.571428571 0.05418719        0.6256158    –   
Site.22 0.161538462 0.22307692        0.3846154    +   
Site.23 0.098039216 0.90196078        1.0000000    +  * Mostly abundances-per-sp. gains 
Site.24 0.005208333 0.79687500        0.8020833    +   
Site.25 0.008955224 0.75223881        0.7611940    +   
 



 

$BCD.summary 
 mean(B/den) mean(C/den)   mean(D)   B/(B+C)   C/(B+C) Change 
   0.2646503   0.4513519 0.7160022 0.3696222 0.6303778    +   
 
$t.test_B.C, nperm=99999 
                mean(C-B)      Stat    p.param  p.perm   p<=0.05 
Paired t.test   0.1867016  1.826046 0.08031088 0.07998           
 
$BC 
[1] NA 
----- 
 

 
 
 
Note – The site names, Site.1 to Site.25, found in the function output file, correspond to the 
following site names on the Chesapeake Bay map: 
 
site.names 
 [1] "S1"   "S15"  "S201" "S202" "S203" "S204" "S22"  "S23"  "S24"  "S26"  
[11] "S29"  "S40"  "S43"  "S44"  "S47"  "S51"  "S52"  "S6"   "S62"  "S64"  
[21] "S66"  "S68"  "S71"  "S74"  "S77" 
 
 
  



 

2. Comparison based upon species occurrence (i.e. presence-absence) data, Sørensen D  
 
( res.fauna.05.08.sor = TBI(Y1, Y2, "sorensen", pa.tr=FALSE, nperm=9999, BCD=TRUE, 
test.BC=TRUE, test.t.perm=TRUE, clock=TRUE) ) 
# Computation time = 45.459000  sec 
 
----- 
$TBI 
 [1] 0.4838710 0.4166667 0.6666667 1.0000000 0.2727273 0.1578947 1.0000000 1.0000000 
 [9] 0.3846154 0.1818182 0.3600000 0.3333333 0.2500000 0.4000000 0.2500000 0.2857143 
[17] 1.0000000 0.5238095 0.2592593 0.2592593 0.3333333 0.1538462 1.0000000 0.1304348 
[25] 0.2592593 
 
$p.TBI 
 [1] 0.1607 0.2984 0.0217 0.0010 0.7423 0.9574 0.0005 0.0004 0.3902 0.9261 0.4807 
[12] 0.5910 0.8108 0.3526 0.8042 0.7025 0.0009 0.1202 0.7714 0.7748 0.5940 0.9593 
[23] 0.0006 0.9768 0.7727 
 
$p.adj 
 [1] 1.0000 1.0000 0.4340 0.0210 1.0000 1.0000 0.0120 0.0100 1.0000 1.0000 1.0000 
[12] 1.0000 1.0000 1.0000 1.0000 1.0000 0.0198 1.0000 1.0000 1.0000 1.0000 1.0000 
[23] 0.0138 1.0000 1.0000 
 
$BCD.mat 
        B/(2A+B+C) C/(2A+B+C) D=(B+C)/(2A+B+C) Change 
Site.1  0.06451613 0.41935484        0.4838710    +   
Site.2  0.25000000 0.16666667        0.4166667    –   
Site.3  0.16666667 0.50000000        0.6666667    +   
Site.4  0.50000000 0.50000000        1.0000000    0  * Equal numbers of losses and gains 
Site.5  0.09090909 0.18181818        0.2727273    +   
Site.6  0.15789474 0.00000000        0.1578947    –   
Site.7  0.87500000 0.12500000        1.0000000    –  * Mostly species losses 
Site.8  0.50000000 0.50000000        1.0000000    0  * Equal numbers of losses and gains 
Site.9  0.15384615 0.23076923        0.3846154    +   
Site.10 0.09090909 0.09090909        0.1818182    0   
Site.11 0.16000000 0.20000000        0.3600000    +   
Site.12 0.22222222 0.11111111        0.3333333    –   
Site.13 0.08333333 0.16666667        0.2500000    +   
Site.14 0.20000000 0.20000000        0.4000000    0   
Site.15 0.12500000 0.12500000        0.2500000    0   
Site.16 0.14285714 0.14285714        0.2857143    0   
Site.17 0.00000000 1.00000000        1.0000000    +  * Only species gains 
Site.18 0.38095238 0.14285714        0.5238095    –   
Site.19 0.11111111 0.14814815        0.2592593    +   
Site.20 0.11111111 0.14814815        0.2592593    +   
Site.21 0.28571429 0.04761905        0.3333333    –   
Site.22 0.03846154 0.11538462        0.1538462    +   
Site.23 0.36363636 0.63636364        1.0000000    +  * Mostly species gains 
Site.24 0.04347826 0.08695652        0.1304348    +   
Site.25 0.11111111 0.14814815        0.2592593    +   
 
$BCD.summary 
 mean(B/den) mean(C/den)   mean(D)  B/(B+C)  C/(B+C) Change 
   0.2091492   0.2453511 0.4545004 0.460174 0.539826    +   
 
$t.test_B.C 
                mean(C-B)       Stat   p.param  p.perm   p<=0.05 
Paired t.test   0.0362019  0.6218665 0.5398928  0.5560           
 
$BC 
[1] NA 

 
 
 




